When learning, such as classification, is used in adversarial settings, such as intrusion detection, intelligent adversaries will attempt to evade the resulting policies. The literature on adversarial machine learning aims to develop learning algorithms which are robust to such adversarial evasion, but exhibits two significant limitations: a) failure to account for operational constraints and b) a restriction that decisions are deterministic. To overcome these limitations, we introduce a conceptual separation between learning, used to infer attacker preferences, and operational decisions, which account for adversarial evasion, enforce operational constraints, and naturally admit randomization. Our approach gives rise to an intractably large linear program. To overcome scalability limitations, we introduce a novel method for estimating a compact parity basis representation for the operational decision function. Additionally, we develop an iterative constraint generation approach which embeds adversary’s best response calculation, to arrive at a scalable algorithm for computing near-optimal randomized operational decisions. Extensive experiments demonstrate the efficacy of our approach.

1 Introduction

Success of machine learning across a variety of domains has naturally led to its adoption as a tool in security settings, including intrusion detection, biometric identity recognition, and spam filtering. Unlike traditional uses of machine learning, however, these domains involve an adversary, who is likely to adapt to the use of such techniques, potentially reducing their effectiveness. Of particular interest in many such application domains is adversarial classification, or the task of determining whether a given input (email, system access, user behavior) is benign or “normal”, or malicious (a phishing email or a system compromise). In such settings, we start with a training data set of labeled instances \( \{(x_1, y_1), \ldots, (x_m, y_m)\} \), where \( x_i \) are feature vectors (e.g., whether or not specific spam/phish indicators are present in an email) and \( y_i \) are labels, which we can code as 0 corresponding to benign and 1 to malicious instances. This data set is used to train a classifier, \( h \), that would presumably predict whether an arbitrary unseen instance \( x \) is malicious. The phenomenon of adversarial evasion puts a damper on this seemingly clean solution: if an adversary wishes, say, to send an email with features \( x \), but \( h(x) \) classifies it as malicious, an intelligent attacker would attempt to choose another email, corresponding to \( x' \), which would be classified as benign, and achieve the same, or nearly the same, ends.

The literature on adversarial machine learning tackles the problem of adversarial evasion in two ways: first, by trying to understand its feasibility and effectiveness [1, 2, 3, 4, 5], and second, by attempting to design machine learning algorithms which account for, and are robust to, evasion [1, 3, 6, 7, 8, 9, 10].

Past literature on algorithm design for adversarial classification suffers from two important limitations. First, previous approaches make no attempt to account for resource constraints involved in operationalizing the algorithms: in particular, it is the false positives, rather than false negatives, which are critical to adoption of intrusion detection systems, in large part because overabundance of “alerts” makes...
such a system operationally unusable [11]. Second, there is, to date, no principled way of embedding randomization into adversarial classification, even though stochasticity in defense is often highly effective in security [12, 13, 14]. Indeed, the use of randomization in adversarial classification has previously been suggested [15], but the proposed approach is ad hoc, simply adding “random noise” to the classifier output.

We address both of these limitations by rethinking the conceptual model of adversarial classification. Specifically, we separate the task of learning, which uses training data to predict attack preferences, and the task of operational decisions, which uses the resulting predictor, together with an evasion model, in computing optimal randomized operational policy that explicitly abides by operational constraints. The intuition for this separation is that the training data can be interpreted as revealed preferences of the attackers, in the sense that the attacks captured by it can be viewed as “ideal” attack vectors at that point in time. As an indirect consequence, our model enables one to use off-the-shelf machine learning packages, allowing progress in machine learning and adversarial decision making to be decoupled. On the technical side, we present a natural generalization of a commonly used evasion model (see, e.g., [4]) to randomized classification settings. We show that computing an optimal evasion is NP-hard, but also exhibit an optimal branch-and-bound search method and two polynomial-time approximation algorithms, one with worst-case performance guarantees, and both shown to be “near-optimal” in experiments. On the operational side, we introduce a linear programming (LP) formulation for computing optimal randomized classification. While the baseline LP involves an exponential number of variables and constraints, we propose a collection of techniques which make use of a Fourier representation of Boolean functions [16], as well as constraint generation, to arrive at scalable approximation.

In all, we make the following contributions: 1) a general framework for optimizing operational decisions based on machine learning predictions; 2) a linear programming formulation to compute optimal randomized operational decisions under budget constraints; 3) an approach for scalable parity-basis approximation of operational decision function; 4) a model of attacker evasion and methods approaches for approximating optimal evasion; and 5) an extensive evaluation of our approach, which we show to significantly outperform the state of the art.

2 Model

We consider the adversarial binary classification problem over an input space $\mathcal{X}$, where each input feature vector $x \in \mathcal{X}$ can be categorized (labeled) as benign or malicious. The defender $\mathcal{D}$, collects a data set of labeled instances, $\mathcal{I} = \{(x_1, y_1), \ldots, (x_m, y_m)\}$, which we assume to accurately represent the current distribution of input instances and corresponding categories. $\mathcal{D}$ then applies an algorithm of choice, such as Naive Bayes, to obtain a probabilistic classifier which assigns to an arbitrary input $x$ vector a probability $p(x)$ that it is generated by a malicious actor assuming such an actor does not change their behavior. In traditional applications, one would then use a threshold, $\theta$, and classify an instance as malicious if $p(x) \geq \theta$, and benign otherwise. This decision (and the choice of the threshold) are often motivated by overall tolerance for false positives, as well as operational considerations, for example, to ensure that the number of alerts does not exceed what can reasonably be inspected by security professionals. To consider operational decisions in general, as well as allow for randomization, we introduce a function $q(x, p(\cdot)) \in [0, 1]$ which prescribes a possibly randomized operational decision (e.g., the probability of filtering an email or manually investigating an observed network access pattern) for an instance $x$ given a prediction $p(x)$. To simplify notation, we simply use $q(x)$ where $p(\cdot)$ is clear from context. Throughout, we assume that features are binary, a common case in adversarial classification settings (e.g., features could correspond to specific words or phrases being present in email, or specific sequences of system calls executed).

We model adversarial classification as a Stackelberg game between a defender and a population of attackers. In this game, the defender $\mathcal{D}$ moves first, choosing $q(\cdot)$. Next, the attackers learn $q(\cdot)$ (for example, through probing), and each attacker subsequently chooses an input vector $x$ (e.g., a phishing email) to maximize their expected return (a combination of bypassing defensive countermeasures and achieving a desired outcome). Our assumption that the operational policy $q(\cdot)$ is known to attackers reflects threats that have significant time and/or resources to probe and respond to defensive measures, a feature characteristic of advanced cyber criminals [17].

2.1 Attacker Model

We interpret the data set $\mathcal{I}$ and the resulting predictions $p(x)$, as representing revealed preferences of a sample of attackers, that is, their preference for input vectors $x$. Our rationale is that if an attacker preferred some other input $x'$, this attacker would have
chosen $x'$ instead of $x$ in $\mathcal{I}$. Consequently, $p(x)$ can be interpreted as an “ideal” attack, if only it were to succeed in bypassing defensive measures. If $q(x)$ is sufficiently close to 1, $x$ is likely to fail, and the attacker will have an incentive to evade by choosing another instance $x'$. When decisions $q(x)$ are deterministic, a common approach in related literature is to assume that the attacker will find $x'$ which is closest to $x$ (in some distance metric, such as $l_1$ norm) of all alternatives classified as benign [18, 4, 7, 8, 9]. We now offer a natural generalization of this model to account for randomized $q(x)$. Specifically, if the attacker with a preference for $x$ chooses an alternative attack vector $x'$, we model his utility from successfully bypassing defenses as $V(x)Q(x, x')$, where $Q(x, x') = e^{-\delta||x-x'||}$, with $||\cdot||$ a norm (we use Hamming distance), $V(x)$ the value of the attack, and $\delta$ the importance of being close to the preferred $x$. The full utility function of an attacker with preference $x$ for choosing another input $x'$ when the defense strategy is $q$ is then

$$\mu(x, x'; q) = V(x)Q(x, x')(1 - q(x')),$$

since $1 - q(\cdot)$ is the probability that the attacker successfully bypasses the defensive action.

While the above attacker model admits considerable generality, we assume that attackers fall into two classes: adaptive, as described above, and static, corresponding to the limiting case of $\delta \to \infty$. Let $v_t(x; q)$ be the value function of an attacker with type $t$ and preference for $x$, when the defender chooses a policy $q$. $v_t(x; q)$ represents the maximum utility that the attacker with type $t$ can achieve given $q$. For a static attacker, the value function is $v_S(x; q) = V(x)(1 - q(x))$, that is, a static attacker always uses his preferred input $x$, and receives his corresponding value for it whenever the defender does not take action upon observing $x$. For an adaptive attacker, the value function is $v_A(x; q) = \max_{x'} \mu(x, x'; q)$, that is, the maximum utility that the attacker obtains from using an arbitrary input $x'$. Finally, let $P_A$ be the probability that an arbitrary malicious input was generated by an adaptive adversary; the probability that the adversary was static is then $P_S = 1 - P_A$.

2.2 Defender Model
A natural goal for the defender is to maximize expected value of benign traffic that is classified as benign, less the expected losses due to attacks that successfully bypass the operator. To formalize, we assume that the defender gains a positive value $G(x)$ from a benign input $x$ only if it is not inspected. In the case of email traffic, this is certainly sensible if our action is to filter a suspected email. More generally, inspection can be a lengthy process, in which case we can interpret $G(x)$ as the value of time lost if $x$ is, in fact, benign, but is carefully screened before it can have its beneficial impact. We define the defender’s utility function $U_D(q, p)$ as follows:

$$U_D(q, p) = \mathbb{E}_x [(1 - q(x))G(x)(1 - p(x)) - p(x)(PSUS(x; q) + PAFA(x; q))].$$

To interpret the defender’s utility function, let us first rewrite it for a special case when $V(x) = G(x) = 1$ and $P_S = 1$, reducing the utility function to $\mathbb{E}_x[(1 - q(x))(1 - p(x)) - p(x)(1 - q(x))]$. Since $p(x)$ is constant, this is equivalent to minimizing

$$\mathbb{E}_x[q(x)(1 - p(x)) + p(x)(1 - q(x))],$$

which is just the expected misclassification error.

The final aspect of our model is a resource constraint on the defender. Sommer and Paxson [11] identify the cost of false positives and the gap between the output of machine learning algorithms and its use in operational decisions as two of the crucial gaps that prevent widespread use of machine learning in network intrusion detection. In our framework, $G(x)$ quantifies the loss of value due to false positives. We handle the hard constraint on defensive resources by introducing a budget constraint that our solution inspects at most a fraction $c$ of events, on average.

2.3 Model Analysis
A natural sanity check that our formulation is reasonable is that the solution corresponds to intuition when there is no budget constraint or adaptive adversary. We now show that in this case, the policy $q(x)$ which uses a simple threshold on $p(x)$ (as commonly done) is, in fact optimal.

**Proposition 2.1.** Suppose that $P_A = 0$ and $c = 1$ (i.e., no budget constraint). Then the optimal policy is

$$q(x) = \begin{cases} 1 & \text{if } p(x) \geq \frac{G(x)}{G(x) + V(x)} \\ 0 & \text{otherwise} \end{cases}$$

Due to space restrictions, we leave detailed proofs in this paper to the full version. While traditional approaches threshold an odds ratio (or log-odds) rather than the probability $p(x)$, the two are, in fact equivalent. To see this, let us consider the generalized (cost-sensitive) threshold on odds ratio used by the Dalvi et al. [18] model. In their notation, $U_C(+, +)$, $U_C(+, -)$, $U_C(-, +)$, and $U_C(-, -)$ denote the utility of the defender (classifier) when he correctly identifies a malicious input, incorrectly identifies a benign input, incorrectly identifies a malicious input, and correctly identifies a benign input, respectively. In our setting, we have $U_C(+, +) = 0$ (i.e., no loss), $U_C(+, -) = 0$ (and capture the costs of false positives as operational constraints instead), $U_C(-, +) = -V(x)$, and $U_C(-, -) = G(x)$ (note that we augment the utility functions to depend on input vector $x$). The odds-ratio test used by Dalvi et al. therefore checks

$$\frac{p(x)}{1 - p(x)} \geq \frac{U_C(-, -) - U_C(+, -)}{U_C(+, +) - U_C(-, +)} = \frac{G(x)}{V(x)}.$$  \hspace{1cm} (2)
and it is easy to verify that inequality 2 is equivalent to the threshold test in Proposition A.1.

Consider now a more general setting where \( P_A = 0 \), but now with a budget constraint. In this context, we now show that the optimal policy is to first set \( q(x) = 0 \) for all \( x \) with \( p(x) \) below the threshold described in Proposition A.1, then rank the remainder in descending order of \( p(x) \), and assign \( q(x) = 1 \) in this order until the budget is exhausted.

**Proposition 2.2.** Suppose that \( P_A = 0 \). Then the optimal policy is to set \( q(x) = 0 \) for all \( x \) with

\[
p(x) < \frac{G(x)}{G(x) + V(x)}.
\]

Rank the remaining \( x \) in descending order of \( p(x) \) and set \( q(x) = 1 \) until the budget is exhausted, leaving the remaining budget to the next instance \( x \), and setting \( q(x) = 0 \) for the rest.

In a nutshell, Proposition A.2 suggests that whenever the budget constraint binds, we should simply inspect the highest priority items. Therefore, randomization becomes important only when there is an adversary actively responding to our inspection efforts.\(^1\)

### 3 Optimal Randomized Operational Use of Classification

Given the Stackelberg game model of strategic interactions between a defender armed with a classifier, and an attacker attempting to evade it, we now develop an algorithmic approach for solving it. We begin by using a sample average approximation of the defender’s utility function \( U_D \) (e.g., using instances in the training data), denoting it \( \tilde{U}_D \). Using \( \tilde{U}_D \) as the objective, we can maximize it using the following linear program (LP):

\[
\max_q \quad \tilde{U}_D(q,p) \\
\text{s.t. :} \quad 0 \leq q(x)\leq 1 \quad \forall \ x \in \mathcal{X} \\
v_A(x; q) \geq \mu(x, x'; q) \quad \forall \ x, x' \in \mathcal{X} \\
v_S(x; q) = V(x)(1 - q(x)) \quad \forall \ x \in \mathcal{X} \\
E_s[q(x)] \leq c,
\]

where constraint 3c computes the attacker’s best response (optimal evasion of \( q \)).

#### 3.1 Scaling Up

The linear program 3 is not a practical solution approach for two reasons: a) \( q(x) \) must be defined over the entire feature space \( \mathcal{X} \), and b) the set of constraints is quadratic in \(|\mathcal{X}|\). Since with \( n \) features \( |\mathcal{X}| = 2^n \), this LP is a non-starter.

Our first step towards addressing the scalability issue is to represent \( q(x) \) using a set of normalised basis functions, \( \{\phi_j(x)\} \), where \( q(x) = \sum \alpha_j \phi_j(x) \). This allows us to focus on optimizing \( \alpha_j \), a potentially tractable proposition if the set of basis functions is small. With this representation, the LP now takes the following form (to simplify exposition below, we assume that \( P_A = 1 \); generalization is direct):

\[
\min_{\alpha \geq 0} \sum_j \alpha_j E[G(x)\phi_j(x)(1 - p(x))] + E[V(x)p(x)Q(x, \alpha)] \\
\text{s.t. :} \quad Q(x, \alpha) \geq e^{-4||x-x'||}(1 - \sum_i \alpha_i \phi_i(x')) \quad \forall x, x' \in \mathcal{X} \\
\sum_j \alpha_j E[\phi_j(x)] \leq c \\
\sum_j \alpha_j \leq 1.
\]

While we can reduce the number of variables in the optimization problem using a basis representation \( \phi \), we still retain the intractably large set of inequalities which compute the attacker’s best response. To address this issue, suppose that we have an oracle \( O(x; q) \) which can efficiently compute a best response \( x' \) to a strategy \( q \) for an attacker with an ideal attack \( x \).

Armed with this oracle, we propose a constraint generation approach, termed Adaptive Adversary based Scalable classification (AAS), to iteratively compute an (approximately) optimal operational decision function \( q \) (Algorithm 1 below).

**Algorithm 1 AAS(X)**

\[
\phi = \text{ConstructBasis}() \\
\tilde{\mathcal{X}} \leftarrow \mathcal{X} \\
q \leftarrow \text{MASTER}({\tilde{\mathcal{X}}}) \\
\text{while true do} \\
\quad \text{for } x \in X_{\text{bad}} \text{ do} \\
\quad \quad x' = O(x; q) \\
\quad \quad \tilde{\mathcal{X}} \leftarrow \tilde{\mathcal{X}} \cup x' \\
\quad \text{end for} \\
\quad \text{if All } x' \in \tilde{\mathcal{X}} \text{ then} \\
\quad \quad // \text{ If no new } x' \text{ generated} \\
\quad \quad \text{return } q \\
\quad \text{end if} \\
\quad q \leftarrow \text{MASTER}({\tilde{\mathcal{X}}}) \\
\text{end while}
\]

The input to the AAS algorithm (Algorithm 1) is the feature matrix \( X \) in the training data, with \( X_{\text{bad}} \) denoting this feature matrix restricted to “bad” (malicious) instances. At the core of Algorithm 1 is

\(^1\)Of course, we do not suggest that the policy in Proposition A.2 is easy to implement. Its purpose is entirely to understand the nature of our approach when applied to non-adversarial settings.
the MASTER linear program which computes an attacker’s (approximate) best response using the modified LP 4, but using only a small subset of all feature vectors as alternative attacks, which we denote by $\mathcal{X}$. The algorithm begins with $\mathcal{X}$ initialized to only include feature vectors in the training data $X$. The first step is to compute an optimal solution, $q$, with adversarial evasion restricted to $X$. Then, iteratively, we compute each attacker’s best response $x’$ to the current solution, $q$, adding it to $\mathcal{X}$ (the preferences of each attacker are parameterized by the attacks they executed in the original training data), re-run the MASTER linear program to recompute $q$, and repeat. The process is terminated when we cannot generate any new constraints (i.e., the available constraints already include best responses for all attackers). The following result is a direct consequence of a) finiteness of feature space, and b) the fact that at termination the attacker is playing an actual best response to the computed strategy $q$.

Theorem 3.1. The AAS algorithm computes an optimal solution $q$ given a fixed basis $\phi$ in finite time.

The approach described so far in principle addresses the scalability issues, but leaves two key questions unanswered: 1) how do we construct the basis $\phi$, a problem which is of critical importance to good quality approximation (the ConstructBasis() function in Algorithm 1), and 2) how do we compute the attacker’s best response to $q$, represented above by an oracle $\mathcal{O}(x,q)$. We tackle these in turn.

3.1.1 Basis Construction

Our basis representation relies on harmonic (Fourier) analysis of Boolean functions [16, 19]. In particular, it is known that every Boolean function $f : \{0,1\}^n \rightarrow \mathbb{R}$ can be uniquely represented as $f(x) = \sum_{S \in B_S} \hat{f}_S \chi_S(x)$, where $\chi_S(x) = (-1)^{S^T x}$ is a parity function on a given basis $S \in \{0,1\}^n$, $B_S$ is the set containing all the basis $S$, and the corresponding Fourier coefficients can be computed as $\hat{f}_S = \mathbb{E}_x[f(x)\chi_S(x)]$ [20, 19]. Our goal will be to approximate $q(x)$ using a Fourier basis. Our core task is to compute a set of basis functions to be subsequently used in optimizing $q(x)$. The first step is to uniformly randomly select $K$ feature vectors $\mathbf{x}^k_1$. Then use a traditional learning algorithm, say Naive Bayes, to obtain the $p(x)$ vector and solve the linear program 3 to compute $q(x)$ restricted to these. We can now use the same set of feature vectors to approximate a Fourier coefficient of this $q(x)$ for an arbitrary basis $S$ as $t = \frac{1}{m} \sum_{i=1}^{m} q(x^i)\chi_S(x^i)$. We can use this expression to compute a basis set $S$ with the largest Fourier coefficient using the following integer linear program:

$$\max_S \quad \frac{1}{K}\sum_{k=1}^{K} q(x^k)r^k_S \quad \text{s.t.} \quad S^T x^k = 2y^k + h^k \quad (5b)
= 1 - 2h^k \quad (5c)
= 1 \quad (5d)$$

Our basis generation algorithm solves this program iteratively, each time adding a constraint that rules out a previously generated basis, until the optimal solution is zero. Each basis is optimized within limited time and then we collect the set of optimized basis functions $B_S$ that are corresponding to the largest Fourier coefficients. To consider the largest negative Fourier coefficients, we simply change Program 5 to be minimization. We found, however, that negative Fourier coefficients were rare in our problem instances.

3.1.2 Computing Adversary’s Best Response

The constraint generation algorithm AAS described above assumes the existence of an oracle $\mathcal{O}(x,q)$ which computes (or approximates) an optimal evasion of $q$ (we call this a best response to $q$) for an attacker that would prefer to use a feature vector $x$. We now address this problem in detail. Note that since $V(x)$ is fixed in the attacker’s evasion problem (because $x$ is fixed), it can be ignored.

We begin by addressing the computational complexity of computing an optimal evasion. Informally, given an arbitrary set of bases $\phi$ and the adversary’s preference feature vector $x$, the attacker wishes to modify as few features as possible to obtain a binary vector $x’$ that minimizes $q(x’)$. To make the analysis cleaner, we compute the bases $\phi_j$ as mapping to $\{0,1\}$, where $\phi_j(x) = \frac{1}{2}(\chi_{S_j}(x) + 1)$. A formal decision problem faced by the attacker is whether there exist a feature vector $x’$ satisfying the following constraints:

$$\sum_j \alpha_j \phi_j(x’) \leq \lambda \quad (6a)$$

$$\|x - x’\| \leq k, \quad (6b)$$

where $\lambda$ and $k$ are fixed given thresholds. This problem, which we call EVASION, can be shown to be computationally hard by reducing it from 3DM (details are in the extended version of the paper).

Theorem 3.2. EVASION is NP-complete.

Since adversarial evasion is NP-Hard, it is natural to develop an approximation algorithm to solve the following derived optimization problem:

$$\min_{x’} \sum_j \alpha_j \phi_j(x’) \quad \text{s.t.} \quad \|x - x’\| \leq k \quad (7a)$$

Define $\Delta(x’) = q(x) - q(x’) = \sum_j \alpha_j(\phi_j(x) - \phi_j(x’))$, so that our objective can equivalently be stated as maximizing $\Delta(x’)$ so that at most $k$ features in $x$ are
modified. Let \( \Delta^* \) be the optimal solution to this problem. We present Algorithm 3 to compute \( x' \) which yields a provably near-optimal solution.

\[\text{Algorithm 2 ApproxEvasion}(F, q, k, \epsilon)\]

\[
\begin{align*}
n &\leftarrow |F| \\
D_0 &\leftarrow \{(\emptyset, 0)\} \quad /\!\!/ \text{tuple } d_i = (\text{feaSet}, \text{value}) \in D \\
G &\leftarrow \text{GenFeaGroup}(F, S) \\
l &\leftarrow 0 \\
\text{for } i &\leftarrow 1 \text{ to } |G| \text{ do} \\
\text{for } j &\leftarrow 1 \text{ to } |g_i| \text{ do} \\
\quad l &\leftarrow l + 1 \quad /\!\!/ \text{merge two tuple-lists by } d_i, \text{value} \\
\quad D_l &\leftarrow \text{MergeTuple}(D_{l-1}, AddFea(D_{l-1}, f_{ij}, k)) \\
\text{end for} \\
\quad D_l &\leftarrow \text{Trim}(D_l, \epsilon/2n) \\
\quad \text{remove elements from } D_l \text{ that } d_i,\text{value} > q(x) \\
\text{end for} \\
\text{return } d^*
\end{align*}
\]

**Theorem 3.3.** Suppose that the number of inputs in any basis is bounded by a constant \( c \). Then ApproxEvasion (Algorithm 3) computes a solution \( x' \) to problem 7 which achieves \( \Delta \geq \frac{\Delta^*}{1+2^k} \), where \( \Delta = \Delta(x') \) in time \( \text{poly}(n, \frac{1}{\epsilon}, 2^k) \).

While the complete algorithm and proof are in the extended version, below we offer some intuition. The key issue in Algorithm 3 is that the length of \( D_l \) can be \( 2^l \), making the merge algorithm take exponential time. To fix this, we employ a Trim function to shorten the list length. The idea is that if some combinations of features have similar effect on \( q(x) \), only one combination is considered. This means that with a trimming parameter \( \delta \), for any element \( d_i \) removed from \( D_l \), there is an element \( d_j \) that approximates \( d_i \), that is, \( \frac{\text{Retrieve}(d_i)}{1+\delta} \leq \text{Retrieve}(d_j) \leq \text{Retrieve}(d_i) \). Notice that the Trim action can only be done for features that have no common bases to avoid missing qualified feature combination. Therefore, GenFeaGroup algorithm is applied to group the features that need to be added as a whole before Trim. AddFea algorithm then helps to form different feature combinations and guarantees that at most \( k \) features are considered.

In addition to the approximation algorithm above, we consider two others: an optimal branch-and-bound search with worst-case exponential running time, and a greedy heuristic (Greedy). In the branch-and-bound scheme, we search in the space of feature changes to \( x \). At any node with height \( l \), we have thereby changed \( l \) features in \( x \), and the utility of the attacker in this subtree is therefore bounded above by \( e^{-\delta l} \) (since \( 1 - q(x') \leq 1 \)). This bound is used in pruning much of the search tree once a good solution using relatively few modifications is found. In the greedy heuristic, we start with \( x \) and iteratively flip features one at a time, flipping a feature that yields the greatest decrease in \( q(x') \) each time.

![Figure 1: Comparision of expected adversary utility (left) and algorithm runtime (right), for the three adversarial evasion algorithms. Top: \( \delta = 1, \epsilon = 0.01 \). Bottom: \( \delta = 3, \epsilon = 0.01 \).](image)

We used TREC spam corpora to experimentally compare the three approaches to computing adversarial evasion: the ApproxEvasion algorithm,\(^2\) branch-and-bound, and greedy heuristic. The results, shown in Figure 1, suggest (somewhat surprisingly) that the simple greedy heuristic offers a good balance between running time and quality: it is faster, usually quite significantly, than branch-and-bound, and loses less in solution quality than the approximation algorithm. Consequently, our implementation of AAS features the evasion oracle \( O \) which runs the greedy heuristic.

### 4 Experiments

To evaluate the efficacy of the proposed AAS algorithm for approximating optimal randomized operational decisions in adversarial classification settings, we compare the optimized utility of defender with the state of the art. The results below use 100 features, with additional results (using 500 features over the same domain) presented in the extended version of the paper.

In the experiments, we use TREC spam corpora from 2005-2008.\(^3\) First, we evaluate the performance

---

\(^2\)While ApproxEvasion cannot be used directly, it can be adapted using a linear search in the space of thresholds \( k \) along with the same bound as used in branch-and-bound to truncate the search.

\(^3\)Our choice of TREC corpora for this evaluation is due primarily to its longitudinal nature, which is key for a subset of our experiments.
of AAS as a spam filtering task to compare the classification accuracy with the state of the art alternatives [21, 8]. In this first set of experiments, which are used to test robustness to naturally observed spam evolution, we apply a fold of TREC 2005 data as training and evaluate and test on the test fold for the TREC 2005 and 2006-2008 corpora (in other words, we train on “current” data, and observe performance on “future” data). We compare our approach against using a static classifier it is based upon, where the pair of the form \( \{C, AAS(C)\} \), consists of a static classifier \( C \) which is used to learn \( p(x) \) for our model, and \( AAS(C) \) corresponding to our AAS algorithm that utilizes \( C \). Here we use the normalized utility as

\[
U_D = 1 - \frac{w|X^+|+|X^-|}{w|X_{TN}|+|X_{TP}|},
\]

where \( |X_{TN}| \) is the number of true negatives, while \( |X_{TP}| \) the number of true positives. \( |X^-| = \sum_y y(x)(1 - q(x)) \) represents the expected number of false negatives, while \( |X^+| = \sum_y (1 - y(x))q(x) \) the expected number of false positives; \( w = \frac{G}{V} \).

Figure 2: Comparison of normalized utility on TREC data, trained on year 2005, and tested on years 2005-2008. Our method is labeled as \( AAS(\cdot) \), where the parameter is the classifier that serves to provide \( p(x) \).

The following parameters are used: \( \delta = 1, G(x) = 1, P_A = 1 \) (a) \( V(x) = 2, c=0.1 \); (b) \( V(x) = 10, c=0.1 \); (c) \( V(x) = 2, c=0.3 \); (d) \( V(x) = 10, c=0.3 \).

Figure 3: Comparison of normalized utility on TREC data, trained on year 2005, and tested on years 2005-2008. Our method is labeled as \( AAS(\cdot) \), where the parameter is the classifier that serves to provide \( p(x) \).

The following parameters are used: \( \delta = 1, G(x) = 1, P_A = 1 \) (a) \( V(x) = 2, c=0.1 \); (b) \( V(x) = 10, c=0.1 \); (c) \( V(x) = 2, c=0.3 \); (d) \( V(x) = 10, c=0.3 \).

Figure 4: Comparison of the expected utility assuming \( P_A = 1, V(x) = G(x) = 1 \); (a) \( c = 0.1 \); (b) \( c = 0.3 \).

It is, of course, not surprising that our proposed approach outperforms the alternatives on different datasets across both alternative budget constraints and value models.

Figure 5: Comparison of the expected utility assuming \( P_A = 1, V(x) = G(x) = 1 \); (a) \( c = 0.1 \); (b) \( c = 0.3 \).

It is, of course, not surprising that our proposed approach outperforms alternative methods in terms of the objective it tries to optimize. A natural question, however, is whether this approach is robust to errors which would be inevitable in its practical deployment. To evaluate the robustness of our algorithm, we intro-
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Figure 5: Comparison of the expected utility assuming $P_A = 1$: (a) $V(x) = 2$; (b) $V(x) = 10$. $c = 0.3$.

roduce errors into our attacker model. First, we introduce an error $\varphi = 0.2$ into the attacker model, so that $\hat{\delta} = \delta + \varphi$, where $\hat{\delta}$ is the “observed” and $\delta$ the actual model parameter. Figure 6 and 7 show that our approach still outperforms the state of the art alternatives even when harmed by very substantial inaccuracy in the model parameter estimates.

Figure 6: Comparison of the expected utility assuming $P_A = 1$, introducing parameter error with 0.2 for $\delta$; (a) $c = 0.1$; (b) $c = 0.3$.

Figure 7: Comparison of the expected utility assuming $P_A = 1$, introducing parameter error with 0.2 for $\delta$; (a) $V(x) = 2$; (b) $V(x) = 10$. $c = 0.3$.

Next, we consider robustness to a qualitative rather than quantitative error in adversarial model. To simulate this, we solve our model as before, but evaluate the solutions $q(x)$ by assuming an adversary’s utility model actually decays polynomially as

$$Q_{\text{poly}}(x, x') = \frac{1}{1 + \delta \|x - x'\|}.$$

The results, shown in Figure 8, demonstrate that our model is robust even when the assumption about the adversary utility model is fundamentally incorrect.

Figure 8: Comparison of the expected utility assuming $P_A = 1$, introducing adversarial model error; (a) $c = 0.1$; (b) $c = 0.3$.

5 Conclusions

We presented a general approach for computing optimal randomized decisions in adversarial classification settings. We solve the resulting intractably large problem by applying a finite set of basis functions and using constraint generation which leverages high-quality approximation of optimal adversarial classifier evasion. The proposed method outperforms than the state of the art alternatives on several metrics, is robust to errors (including qualitative mistakes in modeling assumptions) and its advantages are more apparent when operational decisions are costly. Moreover, by conceptually separating the problem of prediction (of adversary’s preferences) and optimal operational decisions, the approach can both make use of off-the-shelf machine learning techniques, and naturally embed randomization. While the use of machine learning in adversarial settings, such as network intrusion detection, is still quite limited, our approach may pave the way for bridging the gap between algorithmic advances and operational deployment of such systems.
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Appendices

A Model Analysis

Proposition A.1. Suppose that $P_A = 0$ and $c = 1$ (i.e., no budget constraint). Then the optimal policy is

$$q(\vec{x}) = \begin{cases} 1 & \text{if } p(\vec{x}) \geq \frac{G(\vec{x})}{G(\vec{x}) + V(\vec{x})} \\ 0 & \text{o.w.} \end{cases}$$

Proof. Since we consider only static adversaries and there is no budget constraint, the objective becomes

$$\max_q \sum_{\vec{x} \in X} [(1 - q(\vec{x}))G(\vec{x})(1 - p(\vec{x})) - p(\vec{x})US(\vec{x})],$$

and the only remaining constraint is that $q(\vec{x}) \in [0, 1]$ for all $\vec{x}$. Since now the objective function is entirely decoupled for each $\vec{x}$, we can optimize each $q(\vec{x})$ in isolation for each $\vec{x} \in X$. Rewriting, maximizing the objective for a given $\vec{x}$ is equivalent to minimizing $q(\vec{x})(G(\vec{x}) - p(\vec{x})(G(\vec{x}) + V(\vec{x})))$. Whenever the right multiplicand is negative, the quantity is minimized when $q(\vec{x}) = 1$, and when it is positive, the quantity is minimized when $q(\vec{x}) = 0$. Since
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\[
p(\vec{x}) \geq \frac{G(\vec{x})}{c + V(\vec{x})}
\]
implies that the right multiplicand is negative (more accurately, non-positive), the result follows.

**Proposition A.2.** Suppose that \( P_A = 0 \) and \( c|X| \) is an integer. Then the optimal policy is to let \( q(\vec{x}) = 0 \) for all \( \vec{x} \) with

\[
p(\vec{x}) < \frac{G(\vec{x})}{G(\vec{x}) + V(\vec{x})}.
\]
Rank the remaining \( \vec{x} \) in descending order of \( p(\vec{x}) \), and set \( q(\vec{x}) = 1 \) for the top \( c|X'| \) inputs, with \( q(\vec{x}) = 0 \) for the rest.

**Proof.** The LP can be rewritten so as to minimize

\[
\sum_\vec{x} q(\vec{x})[G(\vec{x}) - p(\vec{x})(G(\vec{x}) + V(\vec{x}))]
\]
subject to the budget constraint. By the same argument as above, whenever \( p(\vec{x}) \) is below the threshold, the optimal \( q(\vec{x}) = 0 \). Removing the correspondent \( \vec{x} \) from the objective, we obtain a special knapsack problem in which the above greedy solution is optimal, since the coefficient on the budget constraint is 1.

**B Computing Adversary’s Best Response**

**Theorem B.1.** \textsc{EVasion} is NP-complete.

**Proof.** This adversary evasion problem is in NP, as we can non-deterministically pick \( a \leq k \) features and verify if \( q(\vec{x}) \leq \lambda \).

We prove that the problem is NP-hard via a reduction from 3-dimensional matching (3DM). For an arbitrary instance of 3DM, \( W, Y, \) and \( Z \) are finite, disjoint sets with the same number of \( d \) elements. \( T \) is a subset of \( W \times Y \times Z \), which means \( T \) consists of triples \((w, y, z)\) such that \( w \in W, y \in Y, \) and \( z \in Z \). \( M \subseteq T \) \((|M| = d)\) is a 3-dimensional matching if for any two distinct triples \((w_1, y_1, z_1) \in M\) and \((w_2, y_2, z_2) \in M\), \( w_1 \neq w_2, y_1 \neq y_2, \) and \( z_1 \neq z_2 \).

Each triple \((w_i, y_i, z_i) \in T \) corresponds to a feature, which controls a set of basis \((s_{w_i, 8d_i+y_i, 8d_i+z_i})\). There are \( n \) \(|T|\) features and \( m = |W| + |Y| + |Z| = 3d \) basises, which forms the basis matrix as the figure 9 below. Each elements within the matrix \( b_{ij} \) \(i \) denotes that the \( j\)th basis is controlled by the \( i\)th feature; otherwise 0. As each feature controls exactly one basis from each part, we have for any feature \( i (1 \leq i \leq n) \) and basis \( j (1 \leq j \leq m) \), \( \sum_{d+1}^{d+3} b_{d+1} = 1, \sum_{d+1}^{d+3} b_{j+1} = 1, \)

\[
(= \frac{1}{2}m).
\]
Let \( k = d, \lambda = q(x) - 3d/D, (D \geq 3d)\), \( \Delta = q(\vec{x}) - q(x') \). If \( q(x') \leq \lambda \), we have \( \Delta = q(\vec{x}) - q(x'x') \geq 3d/D \).

Let \( \alpha_1 = \alpha_2 = ... = \alpha_n = \frac{1}{3d}, \) and \( x \) is a vector with all 0. Therefore \( \phi_i(x) = \alpha_j(1)^{j \times x} = \frac{1}{3d} \) for \( 1 \leq j \leq m \). Consequently, let \( x'' \) denotes the modified instance \( x' \), which only differs in feature \( l \) with \( x \). If \( b_{hl} = 1 \), the corresponding basis function would flip the sigh, then \( \phi_i(x''') = \alpha_j(1)^{j \times x'''} = \frac{-1}{3d} \).

Suppose there are \( J \) basises that have been flipped the sign,

\[
\Delta = q(\vec{x}) - q(\vec{x'}) = \sum_{j=1}^{m} \alpha_j(1)^{j \times x} - \sum_{j=1}^{m} \alpha_j(1)^{j \times x'}.
\]

Conversely, suppose \( M \) is a 3DM. The \( d \) selected exclusive triples correspond to \( k = d \) specific feature, each of which controls 3 basis. As all the triples are non-overlapped, there are 3d different responding basises that would flip the sign, which means \( q(x') = q(\vec{x}) - \Delta = q(\vec{x}) - 3d/D \). Therefore, the adversary evasion problem can be solved if and only if a 3DM exists.

**Theorem B.2.** Suppose that the number of inputs in any basis is bounded by a constant \( c \). Then ApproxEvasion (Algorithm 3) computes a solution \( x'' \) to problem 6 which achieves \( \Delta \geq \frac{\alpha}{1+\alpha} \), where \( \Delta = \Delta(x') \) in time poly(n, 1, 2d).

**Proof.** The operations of Trim and removing from \( D_l \) every member that is greater than \( q(\vec{x}) \) maintain the property that every element of \( D_l \) meets our decreasing requirement. For every element \( d_i \) in \( D_l \), that the corresponding retrieved value is at most \( q(x) \), there exists an element \( d_j \in D \), such that \( \frac{\text{Retrieve}(d_j)}{d_j} \leq \text{Retrieve}(d_i) \leq \text{Retrieve}(d_l) \). This
must have the relationship \( \Delta^* \), therefore there exists an element \( d \in D_n \) that \( \frac{\Delta^*}{1+\epsilon/2n} \leq \text{Retrieve}(d) \leq \Delta^* \). Thus \( \frac{\text{Retrieve}(d)}{1+\epsilon/2n} \leq (1 + \frac{\epsilon}{2n})^n \). As this inequality must also hold for \( \Delta \), \( \frac{\Delta^*}{\Delta} \leq (1 + \frac{\epsilon}{2n})^n \). Since \( \lim_{n \to \infty} (1 + \epsilon/2n)^n = e^{\epsilon/2} \) and \( \frac{\Delta^*}{\Delta} \), the function \( (1 + \epsilon/2n)^n \) increases with \( n \) and we have \( (1+\epsilon/2n)^n \leq e^{\epsilon/2} \leq 1+\epsilon/2+(\epsilon/2)^2 \leq 1+\epsilon \). Therefore, \( \Delta \geq \Delta^*/e^{\epsilon} \).

Next we show that it is a polynomial-time approximation scheme based on a restrictive feature group size \( c \), which is the maximum size of each feature group obtained from Algorithm 4. To analyze the run time, we need to derive the bound on the length of \( D_i \). After trimming between groups of features, successive elements \( d \) and \( d' \) of \( D_i \) must have the relationship \( d'/d > 1+\epsilon/2n \). That is, they must differ by a factor of at least \( 1+\epsilon/2n \). Each list, therefore, constraints the value \( 0 \), possibly value \( \delta > 0 \), which is a small number less than the minimal \( \alpha \), and up to \( [\log_{1+\epsilon/2n}(q(x)/\delta)] \). Therefore we can derive that the number of elements in each list \( D_i \) is at most

\[
2^c \left( \log_{1+\epsilon/2n} \frac{q(x)}{\delta} + 2 \right) = 2^c \left( \frac{\ln \frac{q(x)}{\delta}}{\ln(1+\epsilon/2n)} + 2 \right) \tag{8}
\]

\[
\leq 2^c \left( 2n(1+\epsilon/2n) \ln \frac{q(x)}{\delta} \epsilon + 2 \right) \tag{9}
\]

\[
< 2^c \left( 3n \ln \frac{q(x)}{\epsilon} + 2 \right). \tag{10}
\]

Therefore, this bound of the list length is polynomial in the size of the input \( n \) when \( c \leq \log_2 n \). Since the running time of \( \text{ApproxAdversaryEvation} \) is polynomial in the lengths of the \( D_i \), we conclude that there is a polynomial-time approximation scheme \( (O(n \cdot 2^n)) \) with respect to the restricted feature group size as \( c \leq \log_2 n \).

Algorithm 4 \textbf{GenFeaGroup}(F, S)

\[
G \leftarrow \emptyset \quad n \leftarrow |F| \quad m \leftarrow |S|
\]

for \( j \leftarrow 1 \) to \( m \) do

for \( i \leftarrow 1 \) to \( n \) do

\( g_j \leftarrow \emptyset \)

if \( s_j \leq 1 \) then

\( g_j \leftarrow g_j \cup f_i \)

end if

end for

\( G \leftarrow G \cup g_j \)

end for

\( G \leftarrow \text{DisjointSet}(G) \) // convert \( G \) to disjoint-sets

return \( G \)

Algorithm 5 \textbf{AddFea}(D, f, k)

\[
m \leftarrow |D| \quad D' \leftarrow \emptyset \quad \text{for } i \leftarrow 1 \text{ to } m \text{ do}
\]

if \( \text{size}(i, \text{set} \cup f) \leq k \) then

\( t'_i, \text{set} \leftarrow t_i, \text{set} \cup f \)

\( t'_i, \text{value} \leftarrow \text{Retrieve}(t'_i, \text{set}) \)

insert \( t'_i \) into ordered \( D' \) by \( t'_i, \text{value} \)

end if

end for

return \( D' \)

Algorithm 6 \textbf{Trim}(D, \epsilon)

\[
m \leftarrow |D| \quad D' \leftarrow \emptyset \quad \text{for } i \leftarrow 2 \text{ to } m \text{ do}
\]

if \( d_i, \text{value} > \text{last} \cdot (1+\epsilon) \) then

append \( d_i \) onto the end of \( D' \)

\( \text{last} \leftarrow d_i, \text{value} \)

end if

end for

return \( D' \)

As the length of \( D_i \) can be \( 2^i \), which makes the merge algorithm take exponential time, here we employ the Algorithm 6 to trim the list length. The idea is that if some combination of features make the decrease of \( q(\vec{x}) \) similar, then only one combination should be kept. This means that with a trimming parameter \( \delta \), for any element \( d_i \) removed from \( D_i \), there is an element \( d_j \) that approximates \( d_i \), that is, \( \text{Retrieve}(d_j) \leq \text{Retrieve}(d_i) \).

However, this \( \text{Trim} \) action can only be done for features that have no common basises to avoid missing qualified feature combination. Therefore, Algorithm 4 is applied to group the features that need to be added as a whole before \( \text{Trim} \); and algorithm 5 helps to form different feature combinations and guarantee only less or equal to \( k \) features are considered.

Finally, for each feature combination we would use the algorithm 7 to obtain the corresponding value based on the
chosen bases. Our goal is to find the feature combination that reduce the most from \( q(\vec{x}) \) by flipping fewer features, which means the strategy \( x' \) can have a higher chance to pass the classifier after less modification on the original “ideal” instance \( x \).

**Algorithm 7 Retrieve\((d)\)**

\[
w \leftarrow \emptyset \\
\text{for } f_i \in d \text{ do} \\
\quad w \leftarrow w \oplus w_{f_i} \quad // w_{f_i} \text{ is basis set controled by } f_i \\
\text{end for} \\
\quad v \leftarrow \sum_{x_j \in w} -2\alpha_{x_j} \quad // \alpha_{x_j} \text{ is the actual value in } x \\
\text{return } v
\]

**C Experiments**

Here we test the AAS scheme with the same set up of simulations on the feature space of 500, and similar results shown as below have demonstrated the consistency and robustness of our proposed approach.

Figure 10: Comparison of normalized utility on TREC data, trained on year 2005, and tested on years 2005-2008. Our method is labeled as AAS\((-\cdot)\), where the parameter is the classifier that serves to provide \( p(x) \). The following parameters are used: \( \delta = 0.2, V(x) = G(x) = 1, P_A = 1 \) (a) \( c=0.1 \); (b) \( c=0.3 \); (c) \( c=0.5 \); (d) \( c=0.9 \).

Figure 11: Comparison of the expected utility assuming \( P_A = 1, V(x) = G(x) = 1 \): (a) \( c = 0.1 \); (b) \( c = 0.3 \).

Figure 12: Comparison of normalized utility on TREC data, trained on year 2005, and tested on years 2005-2008. Our method is labeled as AAS\((-\cdot)\), where the parameter is the classifier that serves to provide \( p(x) \). The following parameters are used: \( \delta = 0.2, G(x) = 1, P_A = 1 \) (a) \( V(x) = 2, c=0.1 \); (b) \( V(x) = 10, c=0.1 \); (c) \( V(x) = 2, c=0.3 \); (d) \( V(x) = 10, c=0.3 \).

Figure 13: Comparison of the expected utility assuming \( P_A = 1 \): (a) \( V(x) = 2 \); (b) \( V(x) = 10 \). \( c = 0.3 \).
Figure 14: Comparison of the expected utility assuming $P_A = 1$, introducing parameter error with 0.2 for $\delta$; (a) $c = 0.1$; (b) $c = 0.3$.

Figure 15: Comparison of the expected utility assuming $P_A = 1$, introducing parameter error with 0.2 for $\delta$; (a) $V(x) = 2$; (b) $V(x) = 10$. $c = 0.3$.

Figure 16: Comparison of the expected utility assuming $P_A = 1$, introducing adversarial model error; (a) $c = 0.1$; (b) $c = 0.3$. 